


The problem domain we have chosen to
explore is Remote Conferencing
technologies. After the 2020 pandemic, the
need for remote collaboration technologies
for businesses has seen an all-time high. The
DoIT help desk was no exception. At the
beginning of the 2020 pandemic, the DoIT
help desk has gone completely remote.
After the pandemic in early 2021, the help
desk switched to a hybrid work model. So,
the reason why we chose DoIT for
exploring this problem domain is that they
are an excellent example of a business that
heavily relies on contemporary Remote
Conferencing technologies. At any given
time, almost all employees are going to be
on an ongoing remote group meeting or call
as can be seen in Figure 1. And for those
reasons mentioned above, this is why we
believe DoIT is a place that can benefit from
a better Remote Conferencing software to
run their operations smoothly.

As of now, the main Remote Conferencing
application used by DoIT is Microsoft
Teams, while Teams is a good software that
fulfills many of DoIT’s needs, it is far from
perfect. The problem with Microsoft Teams
is that it only facilitates communication
between employees in the form of
Video/Audio calls, and that’s about it. Our
team sees things differently. We believe that
through this facilitated communication,
there are opportunities for more than just
video/audio calling. Our prototype,
“VideoHive” is a video conferencing

software that’s an enhanced version of
Teams. It has the following 3 added features:

● Login using Facial Recognition.
● Virtual Breakrooms.
● Brain-Computer Interface (BCI)

These features will be discussed in depth in
the next sections.

https://drive.google.com/file/d/1-wl6xa-5A8_h2ibn61Sd_awTqtXryilY/view?usp=share_link
https://drive.google.com/file/d/1-wl6xa-5A8_h2ibn61Sd_awTqtXryilY/view?usp=share_link
https://drive.google.com/file/d/1-wl6xa-5A8_h2ibn61Sd_awTqtXryilY/view?usp=share_link


The first step we made in coming up with
our VideoHive prototype was to
understand our users first.

Understanding our users came in the form
of the following steps:

1. Conducting an Ethnography
2. Conducting interviews with

informants
3. Analyzing the data.

Step 1: We carried out our ethnography at
DoIT since DoIT’s employees were the
prime users of remote-conferencing
applications. We observed DoIT employees
using the “Fly-On-The-Wall”. We collected
field notes all throughout observing the
employees. Figure 2 depicts the setting,
while Figure 3 shows a snapshot of the
notes we gathered from our observations.

Step 2: Now that we have gotten a feel for
how agents work at DoIT, we conducted
interviews with 3 agents who volunteered
to be our informants. All throughout the
interviews, we have taken notes from each
informant and documented all the questions
and their answers. Our questions were
focused on understanding the deep nuances
that couldn’t be explained just by observing
the agents. The questions were focused on
the dynamics of the workspace and how
Microsoft Teams plays a role in making
those interactions happen across both
onsite and remote agents. Figure 4 depicts
an example of the notes we gathered from
the interviews

https://drive.google.com/file/d/1QfTVlz0lqCWJtyeC1UYWfLlA6w3B0sWY/view?usp=share_link
https://drive.google.com/file/d/1UJkKrn0aVy_LS5-Zgn3PKMCDyvO4nU__/view?usp=share_link
https://drive.google.com/file/d/1lXP1w_v7JBSYkN8Ej8MpuFnqdiiVhgv2/view?usp=share_link


Step 3: Now that we have all the data we
need on DoIT and how their agents go
about their shifts, we started parsing
through the data we got. First, we needed
to understand the hierarchy within the help
desk. So, we constructed an Affinity
Diagram to break down the roles within
DoIT. See Figure 5

In addition to that, we needed to
understand the flow of when a call comes in
all the way to the very end. So, a sequence
model was built to put things in perspective.
This model helps us get a better
understanding of what agents do on their
computer the moment a call comes in. The
construction of the sequence model in
Figure 6 would not have been possible
without conducting the interviews with the
informants since observing agents alone
isn’t enough to understand the intricacies of
case handling, see Figure 6.

Finally, to understand how the different
roles described in Figure 5 interact with
each other, a flow model was built to
analyze the way all the different employees
within DoIT interact with each other to run
the help desk’s operations smoothly. See
Figure 7.

Analysis of all the data we gathered enabled
us to generate ideas for our “VideoHive”
prototype. These ideas will be discussed in
detail in the next section.

https://drive.google.com/file/d/1P5H8Fvkpv2eLMGNl8BvZDEt_Gfexk2cO/view?usp=share_link
https://drive.google.com/file/d/1bhyMOnCtuMiMRUxbkC1dzaZza3KPYDvH/view?usp=share_link
https://drive.google.com/file/d/1bhyMOnCtuMiMRUxbkC1dzaZza3KPYDvH/view?usp=share_link
https://drive.google.com/file/d/1POmg83twlsSoPKUJ7qbnX-pjIBbktCN7/view?usp=share_link


After concluding our observations through
the ethnography, we realized the imminent
need for a better way to connect and
activate agents' workspace; a method in
which the agents would be able to initiate
their work more efficiently.

The initial idea was developed around the
principle of initiating all the applications
used by agents all at once. The application
called VideoHive was to be an integration of
MS Teams that initiates all the applications
that an agent needs to log into.

During our first round of bodystorming,
with the help of the participants, we
decided to add secondary futures that make
working with the application easier. The
initiation of the VideoHive process was
decided to be upon a facial scan. Having a
camera, agents would be able to initiate
everything simply by sitting in front of the
camera and using their faceID; after the
one-time set-up of the application with their
credentials.

Another feature that was brainstormed to
be added in order to reflect a more
futuristic functionality, was integration of
BCI into a special headset calibrated to the
app, giving the agent the ability to initiate
calls or cases using their brainwaves.

Through our secondary bodystorming,
possible difficulties with the BCI such as
customization or sensitivity were raised and
later addressed. Additionally, Agents
importantly pointed out the need for Log-in

options based on their roles, which was
implemented into the revised storyboards.



Keeping a video informative and engaging is
as much of an art exercise and a strict
matter of human psychology. In three
minutes we aimed to explain one captivating
feature of VideoHive, the Face Recognition
login capabilities. How do we connect our
audience with this human computing
interaction?

The video should likewise display the
problem without intervention. Finally, we
must demonstrate how VideoHive solves
the problem outlined, gain adherence, and
not lose attention, remaining informative.

In early iterations we conducted fly on the
wall observations. The literal environment
our cultural probe captured resembled a
worker beehive. Playing off this concept, the
direction of the production created a fly on
the wall flight path through the workplace.

A great deal of time was spent in choosing a
soundbed for the video. The sound chosen
is an original composition. Several images
were taken from within DoIT, which were
used with the Ken Burns effect and
referenced in designing the 3D building
model used in the prototype video as well.

The voice over work is a product of an
iteration that focused on prototyping the
software. The production team considers a
scenario in which a worker arrives to work
minutes early to set up their workstation.

Highlighting the benefits of VideoHive!
Figure 11: Informational Video Production
collage (from brainstorm to prototype).



The client is expecting state-of-the-art,
high-tech gear, but the solution is more
primitive than what our topdown approach
suggests. Simply comparing employee
credentialing profile pictures with a live
reference from a Hi Definition Webcam
offers software engineers an early PC state
runtime software development opportunity.

Figure 12: Video Clip. Logging into multiple
programs, apps, and websites. (Problem)

After extensive brainstorming,
bodystorming, and prototyping, the final
version of VideoHive was ready to be
presented. Taking the testing feedbacks into
consideration, our application function as
follows:

VideoHive as a solution for Help desks to
efficiently initiate the Agent’s workspace,
uses facial recognition to boot the app, then
gives the agents an option to choose
between different options for which
application they want to be booted up

based on their role. Then the requested
applications are launched.

Figure 13: Video Clip: Face Recognition
demo (Solution)

After MVP VideoHive could explore other
computer signaling protocols.

The VideoHive interface is paired with a
special headset that when worn by the
agent, is able to monitor the agent’s beta
brain waves.

Since beta brain waves are able to be
triggered voluntarily, the agents are able to
customize the headset to trigger an action
on a spike of beta waves, thus giving the
agents the ability to do certain actions with
the power of their mind; this technology is
known as Brain-Computer Interface aka
BCI.

Actions such as initiating a case or a call
back can be assigned to be triggered using
this function. Since we only use Beta waves
the headset will not pick up on the waves
unless they are picked by the agents simply
with the act of focusing.


